An LSTM Method for Predicting CU Splitting in
H.264 to HEVC Transcoding

Yanan Wei#, Zulin Wang#*, Mai Xu #, Shuhao Qiad

# School of Electronic and Information Engineering, Beihdmgjversity, Beijing, China
* Collaborative Innovation Center of Geospatial Technoldgfhan, China

Correspondi ng Aut hor: M Xu(mai xu@uaa. edu. cn)

109 frame 110 frame 113 frame 117 frame 121 frame

Abstract—For H.264 to high efficiency video coding (HEVC)
transcoding, this paper proposes a hierarchical Long Short
Term Memory (LSTM) method to predict coding unit (CU)
splitting. Specifically, we first analyze the correlation béwveen
CU splitting patterns and H.264 features. Upon our analysiswe 169 frame 170 frame 173 frame 177 frame
further propose a hierarchical LSTM architecture for predi cting —t
CU splitting of HEVC, with regard to the explored H.264
features. The features of H.264, including residual, mactslock
(MB) partition and bit allocation, are employed as the input
to our LSTM method. Experimental results demonstrate that
the proposed method outperforms the state-of-the-art H.24
to HEVC transcoding methods, in terms of both complexity
reduction and PSNR performance.

Index Terms—H.264, HEVC, Transcoding, LSTM, CU splitting
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Fig. 1. Two examples of the temporal similarity of CU pastiti

this end, efficient transcoding from H.264 to HEVC receives
a great deal of research effort.

In fact, H.264 to HEVC transcoding can be accomplished
Transcoding is a technique which converts video stredoy a fully H.264 decoding process and then a fully HEVC
from one encoding into another. Alongside the evolutioeancoding process. However, such procedures result in in-
of video coding standards, compression efficiency has begfficiency as HEVC encoding is rather time-consuming. In

gradually improved. As a result, several video coding staparticular, coding tree unit (CTU) partition of HEVC takes u
dards (e.g., MPEG-1, MPEG-2, MPEG-4, H.263, H.264 ariugh computational time [2], as all possible splitting partis
high efficiency video coding (HEVC)) co-exist in a certairof coding unit (CU) need to be traversed for rate-distortion
range of applications, which makes transcoding desirabttimization. Thus, it is important to predict CU partition
Video transcoding is a proper solution that bridges the gap HEVC according to H.264 bitstreams, when designing an
in sharing multimedia contents across various types of mufficient transcoding method. The methods for H.264 to HEVC
timedia devices (e.qg., television, computer, laptop,aabhd transcoding can be divided into two categories: eitherikgar
smart phone). Therefore, transcoding has attracted isicigga or data-driven. Heuristic methods normally leverage orastt
attention [1]. some specific knowledge in compressed bitstream, combining
In the past two decades, many transcoding algorithms havigh human knowledge, to accomplish the transcoding from
been proposed with promising performance. However, the |&t.264 to HEVC. For example, in [3], the variance of motion
est video coding standard HEVC, which achieves outstandimgctors (MVs) of four H.264 macroblocks (MBs) is used
coding efficiency at the cost of large computational conte explore the possibility of merging to form larger CU in
plexity, still challenges the existing transcoding algums. HEVC. Mora et al. [4] applied motion similarity of H.264
As the state-of-the-art video coding standard, HEVC offeMBs to build a fusion map, which is used to limit the depth
excellent rate-distortion performance and supports highe of CU in HEVC coded frames. Compared with heuristic
olution video coding. As a result, a large number of videawethods, data-driven methods make full use of training data
are encoded by HEVC over the past few years. Meanwhile, accomplish CU splitting in H.264 to HEVC transcoding,
more and more terminals tend to adopt this new standard. @hich achieves better performance than heuristic methods.
the other hand, extensive video streams encoded by previbug?2], [5], [6], [7], linear discriminant is applied to map
H.264 standard need to be transcoded into HEVC domain. ffe MB in H.264 to64 x 64 or 32 x 32 CUs in HEVC.
Decision tree is utilized in [8] for fast CU splitting deaisi
during H.264 to HEVC transcoding, in light of a mining

I. INTRODUCTION
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Fig. 2. CC values between features of H.264 bitstream and ilitlirsy patterns.

process on H.264 decoding attributes. Naive Bayes clasisifie

applied in [9] and [10] to make decision on CU splitting for oc — Sy (fi = Digi —9) )
H.264 to HEVC transcoding, which avoids exhaustive rate- \/ZN ) —7)2\/ZN ™ _§)2.
distortion optimization search on all possible CU patterns =1 J=1

In [11] and [12], features of MB partition types, discretén (1), f; denotes the feature of H.264 corresponding to the
cosine transformation coefficient and QP are extracted frarth CU in HEVC, andg; means the ground truth of theth
H.264 bitstreams to train the support vector machine (SVNQU splitting pattern. Besidesf and g are the mean values
classifier, in order to speed up CU splitting in H.264 to HEVOf {f;}, and {g;}}Y,. We can see from Figure 2 that CU
transcoding. MV clustering is utilized in [13] and [14] follC splitting patterns are highly correlated with bit allocex;
partition in H.264 to HEVC transcoding. MB partition and residual. In particular, CC values of those

However, the state-of-the-art transcoding methods does tlree features are larger than 0.4 fof x 64 CU. Besides,
take into account the correlation of CU partition acrosSC values are above 0.3 for bit allocation, MB partition and
frames, as can be seen in Figure 1. Long Short-Term Memassidual, when CU id6 x 16. Therefore, bit allocation, MB
(LSTM) network is an efficient deep learning approach tpartition and residual of H.264 are selected in our method as
learn temporal correlation of data. Therefore, in this pap&eatures to predict CU splitting of HEVC, for H.264 to HEVC
we propose a hierarchical LSTM method for predicting Cltranscoding.

artition patterns, in H.264 to HEVC transcoding. Specifjca . .
2 hierarc‘?lical LSTM architecture which consistg of l?hreg;le B. Hierarchical LSTM Meth(?d ) )
LSTM classifiers is built. In this architecture, the inpupg4 ~ NOw, we present the architecture of our hierarchical LSTM
features are selected, according to the analysis of ctioela Method for H.264 to HEVC transcoding. Figure 3 shows
between features of H.264 and CU splitting of HEVC. Thg?e proposed hlerarchllcal LSTM archlte_cture. There areethr
three level LSTM classifiers are adopted in our hierarchicgifferent LSTM classifiers, corresponding to three levels o
LSTM, which decides whether to split a CU, thus enablin U partition. The inputs to those LSTM classifiers are H.264
prediction of CU splitting. Therefore, CU splitting can bdeatures i.e., bit allocation, residual and MB partitiob.id

speeded up for H.264 to HEVC transcoding. worth mentioning that if the time step of LSTM &/, the
inputs to an LSTM classifier are a sequence of features coming
II. OURMETHOD from M frames, and the outputs are the splitting decision

In section II-A, we first analyze the linear correlatio?f CUs in those frames. When the current CU is decided
between features in H.264 bitstream and CU patterns, as tAebe split, the next level LSTM classifier is activated and
preliminary of our method. Then, according to the correfati makes decision for next level CUs. Figure 4 shows the interna
analysis, we present our hierarchical LSTM method for H.28nechanism of LSTM. One LSTM unit consists of one cell

to HEVC transcoding. and three gates (input, forget and output). The input gate
_ . brings new information to the whole network. The forget gate
A. Correlation Analysis determines whether the information is forgotten or diseelrd

We argue in this section that features in H.264 domain céththe network, while the output gate decides which piece of
be employed in fast decision of CU splitting patterns, whemessage is sent to the next LSTM unit. The definitions of the
transcoding from H.264 to HEVC. In our work, we encode théiree gates are
18 standard test video sequences of JCT-VC and 93 collected

raw video sequences by applying H.264 (JM 19.0), at four iy = o (Wi - [he_1,Fe] + bi),

QPs (22, 2-7, 32, 37). Given the encoded data, we_e_xplore fo= oWy - [he_1,Fe] +by), @)

the correlation between features of H.264 and CU splittihg o

HEVC. Here, the features of H.264 include MV, residual, MB 0r = 0(Wo - [he—1, Fe] +bo),

partition and bit allocation. where W;, Wy, W, are weights of input, forget and output
The linear correlation can be calculated by correlatiogates, and;, by andb, are their corresponding biases. Besides

coefficient (CC), o(+) is a sigmoid functionF; is the input H.264 features of
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Fig. 3. The architecture of our hierarchical LSTM method o264 to HEVC transcoding. Note that all LSTM layers aredakd by a fully connected
layer.

the current CU in the-th frame, andh;_; is the output of used to learn the proposed hierarchical LSTM model. Then, 18
CU splitting patterns for th¢t — 1)-th LSTM unit. standard test video sequences were used as the test set. LSTM
In our hierarchical LSTM method, three LSTM classifiersvas implemented in deep learning platform “Tensorflow”. For
are learned by training data (including CU splitting patter training, the length of LSTM time step was 30 and the learning
and H.264 features). The loss function of sigmoid crosate was set td0~3. Besides, the batch size was set to be

entropy is employed for training our network: 200. Here, all hyperparameters above were tuned to make the
K validation results appropriate.
_ _ _ _ _ The proposed transcoding method was implemented on JM
L= iloga; + (1 —vy;)log(l —a;)). 3 )
;(y 8 (1= ya) log( ) ®) 19.0 and HM 16.0, and video sequences were compressed by

HEVC with rate control. Here, we first encoded each video

. . ) . ) sequence at fixed QP=32. Then, the actual bit-rates used for
n Wh'Ch. vi =1 means thaF ,the'th, CU is to be split and compressing the video sequences at the fixed QP=32 were
yi =0 IS Oppos'te' I.n additiong; IS f[he output modelled set as the target bit-rates for the encoder. Furthermoee, th
by the S|gm_o_|d function. .In th_e training phase, thp_se threg,y delay IPPP structure was chosen for implementation, by
LSTM classifiers are trained individually. For training thqJsing the HM default configuration filencoder lowdelay P
LSTM classifier oflevel 1 144-dimensional feature VeCtors’main.cfg Besides, our experiments were performed on the

consisting of 16 elements of bit allocation, 64 elements %Emputer with CPU Intel(R) Core(TM) i7-3770 @ 3.40 GHz
MB partition and 64 elements of residual, are delivered tmea16 GB memory, and Windows 10 operating system. '

LSTM unit as the inputs. Note that for reducing the dimension compare our hierarchical LSTM with the state-of-the-art

of features, residual feature is replaced by taking the stim @ ., . [12]. The metrics oAT and APSNR are measured
the absolute value of residual in eagtx 8 CU. Similarly, the ¢ - comparison. In this papeAT is defined as

LSTM classifiers oflevel 2andlevel 3 have 36-dimensional
and 9-dimensional input feature vectors. In the test phhse, T, 1T,
LSTM classifier oflevel 1is firstly used to make decision on AT = T,
the splitting of64 x 64 CU. If the 64 x 64 CU is decided to be ) o
split, the LSTM classifier of the next levdbgel 9 is activated WhereT, andT), are the time costs of the orlglnalltranspo“der
and makes decision for the four CUs at the next level. Tigd the proposed transcoder. In additidf®SNR is defined
operation mechanism between the LSTM classifiereoél 2 aS

andlevel 3is also activated. Consequently, LSTM classifiers

need not to traverse all CUs, aid frames splitting decisions APSNR =PSNR, — PSNR,,. (5)

rem ne time. Therefore, encoding time i fficientl
za(\a/edet)dyea%p?yitng ?he p(raof):sga ii;rcz)i?ch?cgl LeS'I§MS.u o w (5)’.].DSNR° and PSNR, denote the PSNR values of
the original and proposed transcoders. Table | reports the
I1l. EXPERIMENTSAND RESULTS results of our method and [12]. It can be seen that our
method is superior to [12] in both complexity reduction and

In this section, we present the experimental results IEQSNR performance. In particular, our method has a smaller

le:valuatel tht_e tra;;cotdlng pgr{or?wa_rc;ce of our LSTM fnj]eg[:_o yerage PSNR reduction 0.0543 than 0.0614 PSNR reduction
or evaiuation, standard test video sequences o "0'[12]. Note that APSNR can reflect the distortion at the

?nnd 23 )((:olltrei(r:T:e?]traVS/S\gdS%%s W;rel us?rd rlnng(;ur e"Xp?”gqugme bit-rate, since all experiments are conducted with rat
our experiments, ' samples 1o cofiecte ntrol. Meanwhile, the transcoding complexity is sigrafitdy

video sequences were divided into non-overlap training set

(900,000 samples) and Va”daﬁo_n set (56,555 samplesk Notitne original transcoder refers to encoding the decoded4-/Rfo stream
that the ground truth of CU splitting results was extracted a by the original HEVC encoder of HM 16.0.

Assume thaty; indicates the ground truth of theth CU,

x 100%, ()
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Fig. 4. The mechanism of LSTM units.
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