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Abstract—Recent work has shown that image memorability, in
general, can be reliably predicted using some state-of-the-art fea-
tures. However, all existing methods are not effective in predicting
memorability of natural-scene images, far from human. In this
paper, we propose a novel method to improve the effectiveness
of memorability prediction for natural-scene images. Specifically,
we argue that some of HSV colors have either positive or negative
impact on memorability of natural-scene images in our Natural-
Scene Image Memorability (NSIM) dataset. Then, we develop
an HSV-based feature for memorability prediction. Finally, the
HSV-based feature is combined with other efficient state-of-the-
art features in our approach to predict memorability on natural-
scene images. Experimental results validate the effectiveness of
our method.

Index Terms—Image analysis, memorability, HSV
I. INTRODUCTION

When exposed to the overflow of visual information, people
tend to have the splendid ability to recall thousands of pictures
after only a glance [1]. In fact, not all pictures are remembered
equally in human brain. Some might be stored in one’s mind
for a long period, while others fade away in a short time. The
reasons why people have the intuition to remember pictures are
varied. Some memorable pictures might contain familiar things
or events relevant to one’s life experience, whereas some
are not but still stick in people’s mind. Those complicated
brain behaviors arouse increasing attention on the field of
image memorability. The research on image memorability
prediction may have a prospect of application in commercial
advertisement, education, medicine and etc.

Recent studies have made some remarkable achievements
on how the intrinsic and extrinsic image properties influence
the memorability of different scenes. Specifically, the works of
[2], [3], [4] have shown that image memorability is an intrinsic
property of an image that can be estimated by the state-of-
the-art features. In [5], [6], Khosla et al. combined local and
global features together to predict the memorability scores,
and mentioned that it has potential to modify memorability of
image region. In addition, Mancas et al. [7] argued that the
features of image saliency can be added in [4] to improve the
accuracy of memorability prediction, for natural images with
salient objects. However, the non-object scenario has not been
considered in [7]. Besides, [8], [9] focused on the memorabil-
ity of face photographs, while [10] shed light on the various

factors and properties that make an object memorable. Most
recently, [11] has been proposed to apply fine-tuned Hybrid-
CNN to learn adaptive features for predicting the memorability
of generic images. Furthermore, Bylinskii et al. [12] aimed
to dig out how the context of images changes memorability,
highlighting that observers’ eye movements provide additional
information to predict the memorability of images.

From [10], it is evident that the high memorable object
and its category can serve as a strong priority to predict
the memorability scores. But what if there is no object in
the scenery images? As found in this paper, when predicting
the memorability of non-object images, named natural-scene
images1 here, the state-of-the-art memorability prediction is
far from human. The latest work of [10] has also pointed
out that memorability prediction of natural-scene images is
an important research direction.

Fig. 1 demonstrates that the low-level features of color are
highly correlated with memorability of natural-scene images.
Motivated by this observation, we propose in this paper
a novel approach to predict memorability of natural-scene
images by exploring the HSV-based feature. To our best
knowledge, this paper is the first work to concentrate on
memorability prediction of natural-scene images, seen as a
subset of all generic images. More importantly, our approach
develops efficient low-level features for bottom-up prediction
of image memorability. The main contributions of this paper
are summarized as follows:

• We establish a dataset, which includes the ground-truth
memorability of 258 non-object images, for memorability
prediction of natural-scene images.

• We find that some of HSV colors have high correlation
with human memorability, through analysis on our estab-
lished dataset.

• We propose a memorability prediction approach for
natural-scene images, which is based on the HSV-based
feature.

II. DATASET ANALYSIS

Although we have intuition that the memorability of natural-
scene images is correlated with their colors. To shed light

1In this paper, we refer natural-scene images as the natural calibrated
images, which are without any salient object such as people, animals, man-
made objects.
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(a) Green-oriented (b) Orange-oriented
Fig. 1. The memorability scores of some green-oriented and orange-oriented images. The number below the images indicates ground-truth memorability of (a) and (b) from our
dataset to be discussed in Section II. All green-oriented and orange-oriented images, in which green or orange occupies above 50 percent of total pixels, are selected from our
dataset and shown in this figure. It can be seen clearly that orange component of HSV-based feature has high correlation with memorability, as their memorability scores are around
0.7. In contrast, the green has weak correlation as memorability scores fluctuate strongly from 0.4 to 0.9.

on the intrinsic relationship between memorability of natural-
scene images and low-level features, we introduce the Natural-
Scene Image Memorability (NSIM) dataset (see Fig. 1 for
some images). Our NSIM dataset contains 258 natural-scene
images with their ground-truth of memorability scores, which
are selected from [4]. These data allow the analysis on
memorability of natural-scene images.
A. NSIM Dataset

To our best knowledge, there exists no dataset on mem-
orability of natural-scene images. Therefore, we established
a natural-scene image memorability dataset, namely NSIM
dataset, for analyzing humans’ memorability on natural scenes.
For our NSIM dataset, 258 images with only natural-scenes
were selected from the existing memorability dataset [4] by
the following way. First, subjective selection was carried
out on [4] to find natural-scene images. Specifically, three
volunteers participated in selecting natural-scene images. They
were asked to pick out natural-scene images according to the
following criteria: (1) Each image is comprised by outdoor
natural scenes; (2) Each image should not include any salient
object, which refers to human, animals and man-made object.

Then, each of three volunteers scanned all 2222 images
of [4] in a random order, and annotated whether the im-
age belongs to natural-scene or not. Afterwards, the voting
mechanism was applied to determine natural-scene images,
which were selected as natural-scene images by at least two
volunteers. Finally, 258 images in total were chosen from [4],
labelled as natural-scene images. Note that we also have the
ground-truth memorability scores of these 258 images by 50
subjects, based on [4].
B. Analysis on human consistency

We first analyze the human consistency on the memorability
of natural-scene images. Fig. 2 shows how image scores
measured on the participants of Group 1 match image scores
given by the participants in Group 2. We can observe from this
figure that the memorability of images predicted by Group 2 is
indeed similar to that predicted by Group 1. Therefore, these
two groups of subjects are highly consistent on memorability
of images from our NSIM dataset. To further quantify human
consistency, we find that the Spearman’s rank correlation2 (ρ)
is 0.697 between two sets of scores for Groups 1 and 2. It is
worth pointing out that the Spearman’s rank correlation be-
tween random prediction scores and human prediction scores

2Spearman’s rank correlation: reflects the correlation of two ranked vectors
in the same dimension.

of Group 1 is 0.003. This again indicates the high consistency
on memorability of natural-scene images from our dataset.
Thus, it is promising to predict memorability of natural-scene
images by exploring some specific features and methods. In
the following, we find that the memorability of natural-scenes
is correlated with its colors.
C. Analysis on correlation between memorability and color

Since natural-scene images are lack of salient objects, the
low-level features are dominant in determining the memora-
bility of such images. Fig. 1 has shown that there exists some
correlation between memorability and color for natural-scene
images. We further clarify this correlation in Fig. 3, which
plots the memorability scores of images with natural-scene
being at different colors (i.e., red, orange, green and blue).
Note that the results of Fig. 3 are based on all images of our
NSIM dataset. As seen from this figure, red color has high
correlation, while green has rather low correlation evaluated
by Spearman’s rank correlation.

Furthermore, we quantify in Fig. 4 the correlation between
12 colors and memorability by analyzing all images of our
NSIM dataset. Here, we follow the way of [13] to choose 12
colors, which divides the whole color space of HSV into 12
non-overlapping subspaces. It is evident that different colors
have different impact on image memorability. For example, it
is more easy to remember red scenes, whereas the black scenes
are more likely to be forgotten. On the other hand, the colors
of yellow and green have little impact on the memorability
of natural-scene images. Therefore, it is necessary to take
into account some specific colors in predicting memorability
of natural-scene images. In the next section, we propose a
method to explore HSV colors in the memorability prediction
of natural-scene images.

III. THE PROPOSED METHOD

A. Overview of HSV color
HSV [14] is the most common cylindrical-coordinate rep-

resentation of colors. HSV color space can be transformed
from RGB color space by the nonlinear operation. The HSV
model re-arranges the geometry of RGB in attempt to be
more effective than cube representation of RGB in color
characterization. As a result, HSV model is superior to RGB
model in segmenting the whole color space.

HSV model contains three variants of hue, saturation and
value. The hue (H) of a color refers to the pure color it
resembles. The saturation (S), so called tints, describes how
white the color is. The value (V), means the brightness of a
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Fig. 2. Measures of human consistency on natural-scene images memorability. The
memorability scores are derived from two groups of participants. Images are ranked
by memorability scores of participants in Group 1 and plotted against the average
memorability scores given in two groups respectively. For clarity, we convolute the
resulting plots with a length-6 box filter along the horizonal axis. The chance line is
given by allocating random prediction scores as a reference.
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Fig. 3. Color area versus image memorability score among all images with featured
color occupying over 5% of total pixels. The red lines are fitting lines, which show the
correlation between memorability and color features. For instance, in four pictures, red
color has a higher positive correlation with memorability, while green color has a lower
positive correlation with memorability.

color. Next, we propose to cluster HSV colors of all natural-
scene images from our NSIM dataset, in order to provide low-
level features for memorability prediction.

B. HSV-based feature
As analyzed in Section II-C, color features appear to be

useful in determining how easy a natural-scene image is to be
recalled. Here, we develop HSV-based feature, which makes
use of colors as low-level features to predict memorability of
natural-scenes.

Assume that pi,j is the HSV vector of the (i, j)-th pixel in
an image. For the t-th training image, we need to identify its
primary colors upon HSV vectors of all pixels {pi,j}

I,J
i=1,j=1

.
Note that the dimension of training image is I × J . Here,
we apply the K-means algorithm [15] to cluster {pi,j}

I,J
i=1,j=1

of all training images. Then, we have the centroid set Ct =
{Cs,t}

St

s=1, in which St is the number of primary colors in the
t-th training image.

Next, we learn to segment the HSV color space, based
on the estimated primary colors of all training images. To
be more specific, we define the set of primary colors as
C = {Ct}

T
t=1, for all T training images. Then, the K-means

algorithm is again used to cluster primary color set of C,
such that the centroid set of HSV space can be obtained.
Let {ol}

L
l=1

= {(hl, sl, vl)}
L
l=1

be centroids of segments in
HSV color space, where L is the number of segments. We
can calculate within-class scatter [16] of each HSV segment,
denoted as μl, to model the density of primary colors in each
segment.

The thresholds for segmenting HSV color space can be
computed by taking into account both centroid and density

Fig. 4. Measures of Spearman’s rank correlation between color and memorability.
We spilt the whole color space of HSV into 12 non-overlapping subspace according to
[13], and all 258 images are classified to one or more group of these colors. Note that
an image can be classified as one color only if more than 5% pixels of the image fall
into this color. Then, the Spearman’s rank correlations for different colors are arranged
in the memorability of the corresponding groups of images, and plotted in the figure.

of each HSV segment. Assume that ol and ol+1are centroids
of the l-th and (l + 1)-th segments, which are neighboring in
HSV space. The hue of HSV segmentation thresholds can be
estimated by

bl =
ol · μl+1 + ol+1 · μl

μl + μl+1

(1)

Given bl, we are able to divide the HSV color space into L

segments.
According to thresholds {bl}

L−1

l , we can extract L-
dimensional HSV-based feature for an input image as fol-
lows. Let X be the input image, with Xi,j being its pix-
els. Its HSV-based feature can be represented by u =
(u1, · · · ,ul, · · · ,uL). Then, ul can be calculated by counting
for the proportion of pixels, the HSV of which fall into the
range of [bl,bl+1]. This way, we can obtain the HSV-based
feature u for an input image.

C. Memorability prediction with HSV-based feature
For memorability prediction, we need to integrate our HSV-

based feature with other effective features of [4]. Assume
that f(·) is a prediction function, mapping image features to
memorability scores. The n-th feature is denoted as an, where
u is seen as a1 and other features are {an}

N
n=2. Here, we learn

to map from features of an to m, by training a Support Vector
Regression (SVR) classifier on the training data. Finally,
memorability for the input image can be predicted by

m = f(a1, · · ·, an, · · ·, aN ), (2)

where m is the memorability score of the image.
We empirically find that the features of GIST, HOG2x2,

pixels, scene categories and spatial histograms from [4] are
all effective in predicting the memorability of natural-scene
images. Thus, they are also selected for features {an}

N
n=2 in

our method. Their effectiveness is to be discussed in Section
IV, compared with that of our HSV-based feature. For the
kernel of SVR, we use the linear kernel function in HSV-based
feature, as it is simple yet effective (verified by experiments).
Fig. 5 summarizes the framework of our method.

IV. EXPERIMENTAL RESULTS

Setting. For the HSV-based feature, the primary color
number St is chosen to be 4− 7, according to image content.
In addition, we set the HSV segment number L to be 12 in our
experiment, to make the results appropriate. For memorability
prediction, we follow the settings of [4] in the SVR classifier.
Here, our database was equally divided into non-overlapping
training and test sets by random, the same as [4]. Also
50 subjects were split into two non-overlapping groups, i.e.,



Fig. 5. Framework for our method.
TABLE I

THE COMPARISON BETWEEN OUR METHOD AND CONVENTIONAL METHODS

Our method [4] [11]

ρ 0.466±0.068 0.424±0.070 0.404±0.069

Groups 1 and 2. Note the memorability scores of one subject
from Group 1 were used as the ground truth of the training
set, while the scores of another subject from Group 2 were
utilized for the test set. Then, this process was repeated for all
50 subjects, with our database randomly divided for 25 times.
The averaged results are reported in the following.

Evaluation. We compute the Spearman’s rank correlation
between ground truth and test results to evaluate the accuracy
of natural-scene image memorability prediction. Here, we set
Isola et al. [4] and Khosla et al. [11] model as baseline
prediction model, and we compare accuracy of our method
with them. Note that all methods share the same training and
test sets for fair comparisons.

We report in Table I the Spearman’s rank correlation co-
efficients ρ, which are obtained by 25 times validation. This
table demonstrates that our method is superior to other two
methods, in terms of both mean and standard deviation (among
25 times test). Note that the averaged results of [11] performs
even worse than [4]. This is probably because the CNN of
[11] is not effective in natural-scene images, in which salient
object can be hardly found.

In addition, Fig. 6 shows the Spearman’s rank correlations
of each single feature and feature integration. We can see from
this figure that our HSV-based feature ranks the second among
all features for memorability prediction, which is slightly
worse than GIST. Thus, the effectiveness of the single HSV-
based feature can be validated. Besides, one may observe from
this figure that adding HSV-based feature can increase ρ by
7.3%3. Furthermore, it is obvious that our method outperforms
other conventional methods. This verifies the effectiveness of
our HSV-based feature in feature integration.

V. CONCLUSION

In this paper, we have proposed a memorability prediction
approach for natural-scene images. Interestingly, we found
that human beings are capable of remembering natural-scene
images, far better than the state-of-the-art memorability predic-
tion approaches. Thus, it is necessary to develop the effective
low level features for memorability prediction of natural-scene

3Here, the percentage is calculated by the percentage of increment of [4]
plus HSV-based feature (0.451) over [4] (0.424).

Fig. 6. Rank correlation of predicted natural-scene image memorability. The pink
region shows the contribution of global features to memorability, while the green region
demonstrates the contribution of scene semantic attribute to memorability. Additionally,
the blue region shows the results of feature integration. The difference between our
method and Best Isola+HSV-based is that SSIM and SIFT are discarded in our method.

images, as there is no salient object in this kind of images.
To this end, we investigated that memorability of natural-
scene images is highly correlated with some colors. Thus,
we developed the HSV-based feature in light of segmented
HSV color space. Then, our approach used the developed
HSV-based feature and other existing features for predicting
image memorability. Finally, the experimental results demon-
strated that our approach is superior to other state-of-the-
art approaches in memorability prediction of natural-scene
images, evaluated in terms of Spearman’s rank correlation.
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